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Disseminating Public Data as Public Use Files: What Makes a Successful
Initiative?
Sergio I. Prada and Lina Martínez

Facultad Ciencias Administrativas y Económicas, & PROESA, Universidad ICESI, Cali, Código, Colombia

ABSTRACT
The current policy emphasis on data-driven decision-making is creating the right incentives for
government agencies around the world that have not traditionally disseminated their adminis-
trative data to do so. The literature on statistical disclosure control focuses on the technical
aspects of a variety of methods designed to protect data confidentiality. There is, however, a void
in the literature in regard to what other elements are necessary to create and sustain a successful
initiative. This paper examines six case studies of individual-level datasets. It reviews current
practice in several domains and summarizes recommendations from expert practitioners including
challenges for future initiatives.
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Introduction

In December 2009, the White House issued the
Open Government Directive, requiring statistical
agencies to deposit at least three new high value
datasets to Data.gov by January 22, 2010 (Orszag,
2009). The Directive emphasized three principles of
open government: transparency, participation, and
collaboration. The United States has been leading
this trend, and since then, many developed nations
have joined the effort issuing similar openness data
declarations (Huijboom & Van den Broek, 2011).
According to Data.gov at least 39 US states, 34 US
cities and counties, 41 international countries, and
132 other international regions have developed open
data initiatives.

The open data trend benefits both governments
and citizens in several ways. First, it enhances trans-
parency and informs citizens about what kinds of
data governments are collecting, which translates
into more civic engagement and actions to hold
governments accountable (Janssen, 2011). Second,
it generates mechanisms to improve government
performance, leading to better provision of services
and outcomes (Virnig & McBean, 2001). Third, it is
also very valuable for creating innovative products
and services that help businesses and citizens alike
(https://www.data.gov/applications). Fourth, it rein-
forces the right of freedom of information that has

been constitutionalized in western countries
(Huijboom & Van den Broek, 2011).

However, the implementation of open data initia-
tives comes with several technical challenges. Before
data become available to the public, there are at least
three phases that need to be sorted out: i) data gen-
eration; ii) collection, aggregation, and processing;
and iii) de-identification and privacy protection
(Ubaldi, 2013). Despite the growing interest in releas-
ing administrative data to the public, there is no
literature on best practices on how to effectively cre-
ate successful initiatives. This article seeks to contri-
bute to the literate by providing valuable information
about several dimensions of the process. This infor-
mation is useful for both academics and practitioners,
especially in an era in which the current policy
emphasis on data-driven decision-making is creating
the right incentives for federal, national, and regional
agencies that have not traditionally disseminated their
administrative data to do so.

This article examines six case studies of individual-
level datasets sponsored by the US federal govern-
ment, drawing from the expertise of agencies that
have successfully shared administrative data.
Statistical agencies in the United States, such as the
Census Bureau or the National Center for Health
Statistics, are required by law to collect and dissemi-
nate statistical information and thus have developed a
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systematic approach to also fulfill the requirement of
protecting the privacy and confidentiality of indivi-
duals included and excluded from data being
disseminated.

The intended audience for this article is practitioners
interested in creating public use files. While the litera-
ture is profuse in statistical and computational methods
aimed at de-identifying data or re-identifying data, a
void exists in terms of investigating the many other
pieces that surround the successful creation of public
use files, as well as collecting advice and summarizing
recommendations from practitioners. This article is a
first step in that direction. For the purpose of this
study, successful initiatives are defined as well known
within the social sciences in the United States, have
been publishing microdata for more than 10 years,
and plan to continue doing so.

This article is divided into six sections, of which
this introduction is the first. The second section pre-
sents a literature review on open government and
transparency and the technical challenges of creating
public use files. The third section discusses the meth-
odology. The fourth section presents the main results
of this investigation, and the fifth closes with a dis-
cussion that includes recommendations for a success-
ful PUF initiative and main challenges for future
releases.

Background

Government openness and transparency

Government is probably the largest creator and collec-
tor of data. However, policy makers and public servants
often avoid opening data since new insights might
results on critical questions on government perfor-
mance and decision-making (Janssen, Charalabidis, &
Zuiderwijk, 2012). Many coincide that President
Obama’s inaugural flagship open data declaration was
the first step on making attempts on generating
mechanisms to create an open and more transparent
governments on developed countries (Harper, 2012;
McDermott, 2010; Peled, 2011). As a consequence,
recent years have experienced trends toward creating
new public data sources granting a greater access to
information and promotion of government transpar-
ency (Bertot, Jaeger, & Grimes, 2010). The creation of
an open data culture positively impacts several domains
of government performance and its relationship with a
wider environment. Even though this is an emerging
field, there is some research that documents how open
data create an added value not only for government
functioning but also for civic participation.

For instance, it has been documented how open
data improve government functioning through
major accountability, transparency, and democratic
control (Anderson, 2009; Shim & Eom, 2009). Open
data have been perceived as a powerful tool to rise
levels of public trust and perceived responsiveness of
government actions. This has been reported in coun-
tries like United States, United Kingdom, Australia,
Denmark, and Spain where open data programs
have been in place (Huijboom & Van den Broek,
2011).

Other authors argue that open data promote social
participation and engagement (Davies, 2010). Access to
information enables individuals to make better deci-
sions, improving their quality of life and promoting
civic engagement in public domains. The expanding
use of technologies readily available in portable devises
combined with the powerful force of data is creating an
environment in which citizens are not only passive
consumers of content, but also active contributors
(Ubaldi, 2013). There are several examples of the use
of public data that have been developed and used by
civilians that allowed better decision-making in health
care (Blue Button, US), energy consumption (Green
Button, US), fuel economy (choosemyplate.com, US),
or political control (TheyWorkForYou.com, UK)
(Hogge, 2010; Howard, 2012; Thaler & Tucker, 2013).
Data.gov lists 192,119 datasets available in topics such
as agriculture, business, climate, consumer, ecosystems,
education, energy, finance, health, local government,
manufacturing, ocean, public safety, and science and
research.

Efficiency and effectiveness in government services
can be also impacted by the release of data to the
public. The interactive nature of open data facilitates
two-way interaction between government and civil
society, expanding services beyond business hours or
the availability of personnel for face-to-face interac-
tions. This facilitates service delivery and increases
responsiveness to citizens generating higher trust on
government (Gore, 1993; West, 2004). Additional ben-
efits include reductions in workload of public servants
(since information requests can be addressed with pub-
lic data), reduction in paper work, and transaction costs
(Tat-Kei, 2002). Using the benefits of open data, Bristol
City Council, for instance, is introducing open govern-
ment data catalogues, and by doing, this is reducing on
15 times the cost of a typical service transaction
(Ubaldi, 2013).

Lastly, academia also directly benefits from open
data initiatives (Bauer & Kaltenböck, 2011). Academic
research depends heavily on data and the cost of data
collection, and processing is prohibitively high for

2 S. I. PRADA AND L. MARTÍNEZ



academics, especially for students and young scholars.
By the release of open data sources, academics can
conduct original research that not only benefit their
academic fields, but also provide information to policy-
makers to make better informed decisions.

Privacy and confidentiality

Concerns about privacy and confidentiality in govern-
mental efforts to collect and disseminate information
are not new. As a review by Anderson and Seltzer
(2009) suggests, “The roots of the modern concept of
federal statistical confidentiality can be traced directly
back to the late nineteenth century.” Notwithstanding
this history, the literature on statistical disclosure con-
trol (SDC) methods is fairly recent by modern stan-
dards (Dalenius, 1977 is considered the seminal
paper).

As discussed in Prada et al. (2011), the literature on
disclosure limitation techniques and their achievements
is a new but growing field and has been dominated by
statisticians and computer scientists. This literature dis-
cusses in detail the merits and flaws of the different
techniques—advanced in particular by national statisti-
cal agencies in the developed world (e.g., US Census
Bureau, Statistics Netherlands)—designed to protect
the privacy of the analytic units in the data while
retaining as much information as possible so as to
avoid distorting the utility of the data.

In 1998, for example, the Journal of Official Statistics
devoted an entire issue to statistical disclosure control.
Since then, the literature has spread to a range of
journals in a variety of fields, examples of which
include the American Journal of Epidemiology,
Artificial Intelligence in Medicine, IEEE Transactions
on Knowledge and Data Engineering, International
Journal of Uncertainty, Fuzziness and Knowledge-
Based Systems, Journal of the American Medical
Informatics Association, and the Journal of the
American Statistical Association. The most recent addi-
tion to the list is the Journal of Privacy and
Confidentiality, supported in part by the Department
of Statistics at Carnegie Mellon University.

In addition, every 2 years UNESCO sponsors an
international conference (i.e., Privacy in Statistical
Databases) that gathers worldwide experts from different
disciplines to discuss current issues in the field.
Proceedings are published by Springer in the series
Lectures Notes in Computer Science (Domingo-Ferrer,
2001; Domingo-Ferrer & Franconi, 2006; Domingo-
Ferrer & Magkos, 2010; Domingo-Ferrer & Saygin,
2008; Domingo-Ferrer & Torra, 2004; EC, 1998).

Despite the growth in the technical aspects of SDC,
the literature is silent in regard to the resources needed,
challenges associated with, and lessons learned from the
creation of public use files. While some papers report
on surveys conducted on national statistical agencies
(Felso, Theeuwes, & Wagner, 2001), on the experience
of particular agencies (Longhurst et al., 2007; Mas &
Prado, 2007; Pinto, 2005), or on particular datasets
(Drechsler & Reiter, 2009), they too tend to concentrate
on the SDC methods in use.

O’Rourke et al. (2006) stands as one of the few
papers discussing best practices. These authors suggest
best practices for the various groups affected by pub-
licly distributed research data. For data users, “it is the
responsibility of the data user to investigate the disclo-
sure limitation measures applied to the data and their
impact on the desired analyses.” For investigators
facing demands to share data, they “should begin plan-
ning early in the research process,” this to avoid mis-
takes such as disclosing information in papers, posters,
and presentations that can be used later by users to re-
identify records in the PUF. For data distributors,
forming a cross-disciplinary disclosure reviews com-
mittee, including statisticians, disclosure experts, pro-
gramming experts, and researchers with experience in
the content area of the data, to provide a full picture of
the intended uses of the data and thus prioritize among
the available data to be made public. Lastly, O’Rourke
et al. (2006) suggest as a best practice for data produ-
cers, to formulate SDC solutions that are amenable to
replication, in particular automating routines in statis-
tical packages such as SPSS or SAS.

Methodology

Two criteria governed inclusion in the study: (1) a project
had to provide individual (person)-level data, and (2) the
data had to be of sufficient complexity to provide useful
insights regarding methods used for de-identification. A
convenience sample methodology is used because there is
no registry of PUFs and because it allows to study well-
known agencies such as the Census Bureau. It is acknowl-
edged, however, that a non-probability sample is biased
and that the results may not be generalized in the statis-
tical sense.

Search starting point was a list of federal organiza-
tions in the United States with a proven record of
releasing data, among them, Agency for Healthcare
Research and Quality, National Center for Health
Statistics, Centers for Disease Control and
Prevention, National Institute on Aging, Census
Bureau, Department of Education (DoE), and
Department of Homeland Security (DHS). This was
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followed by searching the federal government web
sites Data.gov and FedStats.gov on terms such as
“public use file.” Finally, general web search engines
were used (e.g., Google, Bing), again using variations
on terms such as “public use file.”

An initial set of nine initiatives were identified as
potential representative case studies. The initial infor-
mation analyzed on these initiatives was obtained from
project web sites and through phone calls with agency
personnel. All nine initiatives were invited to partici-
pate. The list of initiatives that accepted to participate is
included in Table 1. Although the initial focus was on
specific initiatives such as the OASDI benefits and
earnings PUF 2004, earlier in the process it was also
clear that most of the themes included in the survey
applied to all PUF initiatives within a given federal
agency, for instance the various PUFs produced by
CDC’s National Center for Health Statistics (i.e.,
National Health Interview Survey, National Hospital
Discharge Survey, etc.).

Interview guide was designed and developed around
five main themes that represent the lifecycle of a PUF
(Hundepool et al., 2010; O’Rourke et al., 2006) and
based on reviews to the literature on privacy and con-
fidentiality (Prada et al., 2011): background informa-
tion, creating (and de-identifying) the file, assessing the
re-identification risk and analytic utility of the file,

accessing the file, and assessing the initiative.
Questions were validated with experts. Finally, the
interview guide was modified on a case-by-case basis
to account for case-specific particularities. Additional
information not explicitly included in the guide was
gathered by probing on topics as they emerged during
interviews

Six interviews were conducted, one with the techni-
cal head of each initiative, all by phone with one excep-
tion (which was an in-person interview). Interviewees
were initially contacted by mail and then scheduled
dates and times through telephone communication
and/or email. The interview guide was sent to intervie-
wees in advance and informed them at the same time
the intention to audiotape the interview. In two occa-
sions, questionnaires were sent back with notes,
answers to questions, and useful references to further
explore. At the beginning of each interview, a written
statement was read on the purpose of the interview as
well as a request for authorization to audio-record. All
participants consented to being audio-taped. Extensive
notes were taken during the interview. Interviews were
not transcribe, but audios were marked to access
quickly different sections of the interview.

Four of the six case studies are public use files (PUF)
and two are non-public use files (NPUF) (SEER and
NHES). For the purposes of this article, a PUF is

Table 1. Summary characteristics of selected initiatives.
Initiative name Sponsor Data access method(s) Features

American Community Survey (ACS) Census Bureau Web download
Onsite at Census Bureau
Research Data Centers

Experienced issue with age perturbation causing invalid
gender ratios
Restricted data available at Research Data Centers:
network of 10 centers around US
Started: 70s

National Center for Health Statistics
(NCHS)

Centers for Disease
Control and Prevention

Online analysis tools
FTP download
Onsite at Research Data
Center

Confidentiality Officer
Disclosure Review Board
Restricted-use files linked to CMS and other agency data
Restricted-use access onsite at Research Data Center
(RDC)
Researchers can submit queries electronically to be
executed in the RDC with output returned by e-mail
Started: 60s

Old-Age, Survivors, and Disability
Insurance, Benefits, and Earnings
(OASDI)

Social Security
Administration

Web download Data linked to SSA Master Beneficiary Database
Started: 90s

National Household Education Survey
(NHES)

National Center for
Education Statistics

Web download
Certified mail (restricted-
use files)

Disclosure Review Board
Offsite restricted-use data “lending”
Started: 90s

Surveillance Epidemiology and End
Results (SEER)

National Cancer
Institute

Via CDC’s SEER*Stat
software
DVD
Web download
Encrypted restricted-use
file

Multiple demographic variables in data
Linked public-use data
Restricted-use data linked to CMS data
Restricted-use data provided for offsite use
Started: 70s

Healthcare Cost and Utilization Project
(HCUP)

Agency for Healthcare
Research and Quality

Purchase through HCUP
Central Distributor

Largest collection of longitudinal hospital care data in the
United States
More than 100 clinical and nonclinical variables for each
hospital stay
Required Web-based data user training course
Started: 90s
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defined as a dataset characterized by free and unrest-
ricted access to any user. Consequently, NPUFs are files
characterized by any type of access restrictions, in par-
ticular restrictions that oblige users to reveal their
identity and use intentions. Typically, a NPUF
demands signed data use agreements (DUAs) before
having access to data.

Results

Either by mandate (e.g., NCHS, Census) or by election
(e.g., SSA) publicly funded agencies, and other organi-
zations provide PUFs with the objective of disseminat-
ing information to increase public understanding of
topic areas. Every single initiative for which an inter-
view was completed felt strongly that its PUFs are an
excellent way to increase the potential of its data.

These organizations have kept the pledge of privacy
and confidentiality given to the public by using both
simple and sophisticated statistical disclosure avoidance
techniques. All cases included in this study report hav-
ing a strong record of success in protecting PUFs
against disclosure risk. This is due in part to the
amount of resources devoted to the task, but also to
the development of a tiered system of access according
to the level and detail of the data required. The increase
in computational power and the explosion of data
available for free or at very low cost was frequently
mentioned as an important threat to PUF creation
moving forward. It is worth noticing that a variation
was found among initiatives in some aspects of the PUF
creation (i.e., disclosure limitation methods and soft-
ware) and consensus in others (i.e., statistical weights).
Given that all initiatives are successful and their data
widely used, variation suggests to practitioners that
there are valid alternatives to choose from, while con-
sensus strongly suggest that other courses of action
must not be taken.

Disclosure risk standard

Among the four interviewed institutions that provide
PUFs without restrictions, it was found that the
Confidentiality and Data Access Committee’s (CDAC)
“Checklist on Disclosure Potential of Proposed Data
Releases”1 is widely used as the tool to assess disclosure
risk of proposed data. In contrast, it was found that the
CDAC Checklist is not used by the initiatives that do

not release PUFs (i.e., the two that release research files
subject to DUAs and other restrictions). Among the
latter two initiatives, one declared the process to be a
“judgment call” based on its knowledge of the data and
data users; the other relies on the individual risk ana-
lysis made at the source.

None of the initiatives uses a theoretically estab-
lished risk framework (individual risk methodology,
GenMASSC,2 etc.). Similarly, it was not found a formal
definition of a “safe threshold” (beyond the HIPAA
“Safe Harbor” method) below which a candidate file
could be considered ready for release. A “safe thresh-
old” refers to the percentage of records at risk of re-
identification within the file. Decisions are made on a
case by case basis.

Disclosure review board

It was found that, following the recommendations in
Statistical Policy Working Paper # 22, the PUF case
study initiatives have centralized their review of disclo-
sure-limited data products. A review panel, team, or
board have been established in each, and a common
practice is for a completed Checklist memo to be sub-
mitted to that Disclosure Review Board (DRB) or other
similar panel for review. Interestingly, DRBs are non-
existent for the initiatives interviewed that do not
release PUFs. None of the documents reviewed by
DRBs or any of the DRB decisions made are available
to researchers, nor is any information released by
NPUF institutions on data disclosure avoidance steps
taken. Interestingly, in one case in which the PUF
includes information from two different agencies, it is
required that both DRBs approve the file.

Geographic information

It was found that detailed geographic indicators are
generally stripped from the PUFs studied.3 This is a
recommendation that follows CDAC’s Checklist sug-
gestions, as geography is a key factor in enabling iden-
tification. As the CDAC Checklist states, “while few
respondents could likely be identified within a single
state, more respondents—especially those with rare and
visible reported characteristics—could be identified
within a county or other small geographic area.” In
addition to the direct naming of geographic areas, the
Checklist contains alerts on geographic information

1Available at http://www.fcsm.gov/committees/cdac/cdac.html.
2Generalized Micro-Agglomeration, Substitution, Subsampling, and Calibration.
3NHES includes geographic indicators to the Census’s level four region. Some Census products present information at the Public Use
Microdata Area (PUMA) defined after a minimum threshold population of 100,000.
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that may be “implicitly” contained in details concerning
sample units of design or variables with a geographic
reference.

Geographic indicators are not stripped from the case
study initiatives that do not release PUFs. For instance,
in the case of SEER, state and county identifiers are
available, and there are no minimum population
requirements. In the case of HCUP, some states release
zip codes at the 3-digit and some even at the 5-digit
level.

Statistical weights

The statistical final weight is the number of people in
the population that the sampled person represents.
PUFs whose data are collected through surveys only
release final weights. They do not release the compo-
nents that make up the final weight, because these may
be indicative of geographic areas. They usually do not
release the actual primary sample unit (PSU) and strata
identifiers because that can be risky as well. Instead,
they provide pseudo-strata and pseudo-PSU variables
containing less information than the replicates.
Replicate and/or bootstrap weights are provided for
variance estimation. In the case of the Census ACS,
each PUF file contains a weighting factor for each
population (PWGTP) and housing unit record
(WGTP) to obtain full population estimates. These
weights are not adjusted after disclosure limitation
methods are applied.

Professional expertise required

It was found that the level of expertise necessary to
create PUFs and NPUFs is high as well as interdisci-
plinary and scarce. Several senior statisticians and
mathematicians are involved in the PUF creation pro-
cess. Additional experts are also involved, including
DRB members and other senior staff who review the
files before release, data analysis experts such as econ-
omists and epidemiologists (depending on the data
collected), and SDC experts at the firms contracted to
create these PUFs. An interesting finding raised in one
of the interviews is the scarcity of professionals with
interest or background in SDC methods. The problem
seems to be rooted in a lack of interest for the topic in
graduate schools around the United States.

As far as internal personnel procedures, it was found
strict procedures in some instances. For example,
NCHS requires each new employee or contractor to
watch a confidentiality video, sign a nondisclosure

affidavit (which spells out the particulars of the laws
covering their conduct while under contract), and
review documents and material dealing with their
responsibilities with respect to confidential information
while working at or for the agency. On departure from
employment, the individual is also required to undergo
an equally well-defined exit process.

Identifying risk

According to interviewees, the main criterion used to
identify potentially identifiable records in PUF initiatives
is whether a record is unique with respect to a combina-
tion of key variables. This method is called k-anonymity
in the SDC literature (Skinner & Elliot, 2002). Typically,
demographic indicators such as gender, age, race, educa-
tion, marital status, number of children, geographical
location are used to define combinations. Which vari-
ables and the exact nature of the combination(s) used is
confidential information. This criterion is shared by both
PUF and non-PUF initiatives.

Disclosure limitation methods and software

It was found no preference among the many methods
available for limiting data. The agencies included in the
interviews use various techniques including coarsening,
suppression, top and bottom coding, rounding, random
rounding, and data swapping. The decision on which
method to use is typically case specific and even vari-
able specific. It also depends on internal deliberation.
Similarly, each initiative has its own algorithm for dis-
closure avoidance4 and all refrain from using disclosure
avoidance software. The reason given is the possibility
of reverse engineering. As expected, PUF initiatives use
more sophisticated masking techniques than non-PUF
initiatives.

Risk of match to other datasets

It was also found that agencies take into consideration
other files available to the public (e.g., online) when evalu-
ating the risk of disclosure. This is true for both external
datasets and previously released data (e.g., reports, tables)
from the same source. These comparative activities are
conducted both in-house and/or by outside contractors
(particularly data security firms). The degree and level of
sophistication of these activities vary by initiative, with
Census, NCHS, and NCES exemplifying initiatives that
are highly concerned and highly cautious and non-PUF
initiatives much less so.

4A similar result was found by Felso et al. (2001) in their review.
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Re-identification certification

None of the cases studied has a re-identification certi-
fication procedure in place. Re-identification refers to
the possibility of an intruder being able to identify
someone in a PUF and learn information that he/she
would not be able to learn otherwise. Re-identification
certification tests the vulnerability of PUFs to external
sources and should be conducted by a third party.

Data utility

It was found little information on what is done regard-
ing data utility (e.g., an assessment of information loss
after applying SDC methods). While the interviewees
for the PUF initiatives reported that they do conduct
such analyses, these documents are not available to
researchers. Although access to these documents was
requested, they were not made available. The data uti-
lity analyses concentrate on comparisons of means and
distribution tests before and after disclosure treatment
to determine their effect on pretreatment statistical
characteristics of the data. In-house and consultant
statisticians also do multivariate tests to study effects
on relationships among multiple variables. Despite the
limited nature of these tests, all PUF-initiative intervie-
wees highlighted the importance of data utility analyses
and, in particular, the coordination of such analyses
between statisticians and program directors (topic
experts) to avoid unnecessary distortions in the data
to be released. These concerns were less pronounced
for non-PUF initiatives.

Data access

According to the interviewees, access to data is granted
via online query systems, PUFs, licenses, and onsite at
Research Data Centers (RDCs). It was found no access
method to be preferred over another. Case study insti-
tutions have adopted such methods in response to user
demands. The degree to which access to detailed infor-
mation is allowed (of the type that is not available in
PUFs) depends on both the pertinence of the research
question, and the degree by which an individual (or
individuals) can be held accountable for the use of the
data. Even though the availability of data on the web is
growing at increasing rates, in interviews conducted
there were not identified plans to stop producing PUFs.

Confidentiality requirements to users

It was also found that the degree to which PUF initia-
tives warn users-to-be on confidentiality issues (such as

to explicitly avoid actions aimed at re-identifying indi-
viduals) varies greatly, from short statements on the
webpage where the data are located to the acknowl-
edgment of online DUAs before download. The two
NPUF initiatives required users to sign and submit
DUAs for agency revision and approval before granting
any data access.

Documentation

All initiatives investigated were similar in stress docu-
mentation as a key success factor. Descriptions of data
fields are provided in data dictionaries. Descriptions
cover the content of each field, method of presentation,
and disclosure avoidance steps taken to provide con-
fidentiality. However, PUF initiatives are cautious of
not revealing unnecessary information, and therefore,
the language used is rather generic. The review of the
documentation available online for all the initiatives
suggested that the topic of what has been done to
protect the data is not discussed at length nor is easy
to find in documentation.

Communication channels and user feedback

There are three main channels of two-way communica-
tion between each of these initiatives and its users:
e-mail, phone numbers, and personal communication
at national conferences. Regarding diffusion of data
releases, the main channels are via listserv and notifica-
tions on their respective websites.

As for user feedback, it was found that data are not
generally modified in response to user demands, as
these typically involve requests for more detailed infor-
mation. However, when errors are discovered, either by
staff or by users, corrections are made, and the PUFs
are re-released.

Social media channels such as Facebook and Twitter
were not in use at the moment of the interviews.
However, the review of websites suggests that these
agencies are moving rapidly in that direction. The
Centers for Disease Control and Prevention (CDC),
the US Census Bureau, and the Social Security
Administration can be followed on Facebook and
Twitter.

Strong success record

Despite the variety of approaches to guarantee privacy
and confidentiality (methods and access) among the
case studies studied, it was found a strong overall
record of success. Perhaps the only problem cited, in
NPUFs, is that occasionally researchers publish papers
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with a small-count cell in a table (e.g., less than 10
individuals, less than 3 institutions). In those cases,
researchers are asked to immediately take the necessary
steps to remove or retrieve such information from
where it has been published. According to the inter-
viewees, there has been no reported breach of confi-
dentiality to date in any of the cases studied. This
contrasts with the Felso et al. (2001) survey in which
three of their respondent agencies had experienced
disclosure-related problems in the recent past. It is
not possible to know from their paper whether these
cases pertain to US agencies, international agencies, or
a combination of the two.

Discussion

Citizens, governments, researchers, and businesses are
the likely beneficiaries of the open data government
movement. Open data initiatives seek to make admin-
istrative data publicly available in a way that access and
use are guaranteed without having to make a request or
pay a fee for access to the government. This is done by
publishing datasets directly on the governmental
agency’s website or on “open data portals” such as
Data.gov in the United States or Data.gov.uk in the
United Kingdom. Key to the sustainability and cred-
ibility of these initiatives is to preserve the confidenti-
ality and privacy of personally identifiable information.
However, it is now clear that success in this endeavor
involves not only issues of privacy but also utility, that
is, reaching out to the public to solicit input and to
encourage use of the datasets for the public good.

While publishing datasets directly on websites is not
new for statistical agencies or other producers of data, it
can be argued that the US 2009 President’s Open
Government Directive was a key in promoting a move-
ment that is now global, with at least 41 countries
starting to make administrative data public. The 2009
policy has been revised and improved by Office of
Management and Budget 2013 Open Data Policy
entitled “Managing Information as an Asset,” pushing
further the movement by requiring agencies to collect
or create information in a way that supports easy
information processing for anyone and dissemination
activities; to ensure information stewardship; and to
building information systems in a way that maximizes
interoperability and information accessibility. As the
movement grows, there is a need for a better under-
standing of the drivers of success.

It was found that to maximize the likelihood of
success, PUF initiatives should allow enough time for
development, begin with limited scope, gain experience,
keep in focus the objective that motivated the project

when facing challenges and obstacles, surround them-
selves by highly skilled SDC experts and program con-
tent analysts, allow enough time for rigorous and
constant risk analysis, produce comprehensive docu-
mentation, provide users with more than raw data to
spark and keep the interest in the files, have enough
two-way channel communications, and design a tiered
system of access to better respond to users
requirements.

A main objective of the study was to collect recom-
mendations for PUF development, in particular for
data that is highly sensitive (i.e., health status and
healthcare utilization). It is worth noting that the ques-
tion on the creation of PUFs was asked when the source
of data is administrative records. Challenges associated
with the creation of PUFs may be different depending
on the source of data, be it from a survey or from
administrative records. Several characteristics make
survey data different: First, consent to include informa-
tion in PUFs (provided confidentiality is protected) is
usually explicitly asked and granted by respondents;
second, survey data are usually comprised of small
samples, where each individual represents hundreds if
not thousands of people; third, while both are subject to
reporting error, it is easier to track and compare
administrative data than oral responses to a survey
(e.g., income reported as $25,000 versus payroll records
showing $25,550 as income).

For the purpose of this study, successful initiatives
were defined as well known within the social sciences
and have been publishing microdata for more than
10 years and plan to continue doing so. Although
successful, all of these initiatives face important chal-
lenges ahead, according to the review and personal
interviews. The first challenge is a lack of human capital
to strengthen re-identification risk analyses due to bud-
getary constraints. The re-identification threat is
another major problem for PUFs given the increasing
pace at which personal information is being collected,
stored, and sold or shared in today’s society. While it is
true that the risk of re-identification is low, because it
takes someone highly skilled in SDC methods and
computer programming with the time, intention, and
money to disclose the identity of a few records, what
data producers fear the most is public embarrassment
and a possible lack of trust by the public.

Finally, it is important noting that amid the recom-
mendations and suggestions collected in this article, and
variation among initiatives in some aspects of the PUF
creation (i.e., disclosure limitation methods and software)
and consensus in others (i.e., statistical weights) was
found. Given that all initiatives are successful in protect-
ing privacy and confidentiality and their data widely used,
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variation suggests to practitioners that there are valid
alternatives to choose from, while consensus strongly
suggest that other courses of action must not be taken.
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